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ABSTRACT

The purpose of this contribution is to present the current status of the software architecture of the ASTRI SST-2M Cherenkov Camera. The ASTRI SST-2M telescope is an end-to-end prototype for the Small Size Telescope of the Cherenkov Telescope Array. The ASTRI camera is an innovative instrument based on SiPM detectors and has several internal hardware components. In this contribution we will give a brief description of the hardware components of the camera of the ASTRI SST-2M prototype and of their interconnections. Then we will present the outcome of the software architectural design process that we carried out in order to identify the main structural components of the camera software system and the relationships between them. We will analyze the architectural model that describes how the camera software is organized as a set of communicating blocks. Finally, we will show where these blocks are deployed in the hardware components and how they interact. We will describe in some detail, the physical communication ports and external ancillary devices management, the high precision time-tag management, the fast data collection and the fast data exchange between different camera subsystems, and the interfacing with the external systems.
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1. INTRODUCTION

The ground-based gamma-ray astronomy had recently a rapid development. In particular, the use of Imaging Atmospheric Cherenkov Telescopes (IACTs) allowed to obtain important results in the study of very high energy phenomena in the Universe. A further significant improvement will derive from the realization of the Cherenkov Telescope Array (CTA) observatory, which is currently under development and will provide better performances (sensitivity, energy range, angular resolution) compared to any currently operating gamma-ray instruments1.

In this context, the Italian National Institute of Astrophysics (INAF) has developed the ASTRI SST-2M telescope2, as a prototype designed to be compliant with the CTA requirements for the small size class of telescopes. It has been installed at the observing station of Serra La Nave, on Mt. Etna (Sicily, Italy). Thanks to the experience gained with the prototype, it is foreseen a subsequent production of a set of telescopes proposed as a mini-array for the CTA project. This new phase of the production is led by INAF in collaboration with the Universidade de São Paulo (Brazil) and the North-West University (South Africa).

Some innovative technological solutions for the detection of Atmospheric Cherenkov light have been chosen for the optical design and the detector. The optical system is characterized by a dual-mirror in the Schwarzschild-Couder configuration, which allows to have a good angular resolution over the whole field of view and to reduce the camera size. The camera on the focal surface is designed to detect the short Cherenkov light flashes produced by secondary particles of the atmospheric showers generated by very high energy primary particles or gamma rays hitting the atmosphere. It is based on Silicon Photo-Multiplier (SiPM) sensors with a specifically designed front-end electronics. It is equipped with customized calibration system and thermal control system which have been studied to satisfy scientific requirements.
The software to manage all the telescope components certainly plays an important role. In this contribution we describe in particular the software architecture of the ASTRI SST-2M camera. This software implements the functional requirements of the camera allowing to perform the required operations of the instrument and to monitor the status of the different hardware elements. It is developed following the usual best practices of the software engineering like modularization and decoupling. This allows to optimize the development and maintenance phases and an easy integration in a more complex framework.

After a brief description of the camera hardware components and their functionalities in section 2, the design of the software is reported in section 3 where also some details are given about each module responsible for the different functions.

2. CAMERA HARDWARE DESCRIPTION

The camera of the ASTRI SST-2M prototype is composed of several components belonging to four hardware main block assemblies: Mechanical, Power Supply, Electronics and Thermal System.

Since the camera is controlled and operated by dedicated and customized software and firmware, we provide a brief description of some of these components that are involved in software management.

For a more detailed description of the camera, refer to 3.

2.1 Photo Detection Module

The Photo Detection Module (PDM) is the mechanical unit containing the SiPMs board, Front End Electronics (FEE) and ARTIX-7 FPGA Printed Circuit Boards (PCBs).

SiPM PCB is formed of four SiPM units and 10 precision analog temperature sensors used for SiPMs temperature monitoring.

The FEE is designed to acquire electrical signals from the SiPMs. The base line FEE is based on the CITIROC chip and two dual channel 12-bit ADCs that convert low-gain and high-gain sampled values to digital outputs.

In order to process the 64 PDM pixels two CITIROC ASICs are connected in a daisy chain. Each ASIC is configured to undertake the desired functions by loading the configuration registers serially (slow control mode). This operation is managed by the ARTIX 7 FPGA under the control of the BEE.

The ARTIX-7 FPGA governs and controls all the operations of the PDM front-end. It is interfaced to the BEE through a bidirectional serial line and to the CITIROC PCB via a serial line and a few dedicated digital lines. It receives commands from the BEE and sends data and HK information to the BEE.

---

Figure 1. ASTRI SST-2M Camera logical view
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2.2 PDM Voltage Distribution Box

All the voltages needed for the PDMs and some ancillary devices are provided by a Voltage Distribution Box (VDB) that consists of two main boards and 37 daughter boards.

The VDB converts one low-voltage supply (24 V) input to several regulated output voltages.

Housekeeping functions as voltage or current are available for monitoring of the VDB status.

2.3 Back End Electronics

The BEE is hosted on custom built solution based on the Xilinx Zynq-7000 All Programmable SoCs which is composed of two main parts: a Processing System (PS) formed around a dual-core ARM Cortex-A9 processor, and Programmable Logic (PL), which is equivalent to that of an FPGA. It also features integrated memory, a variety of peripherals, and high-speed communications interfaces.

The PL section is ideal for implementing high-speed logic, arithmetic and data flow subsystems, while the PS supports software routines and/or operating systems, meaning that the overall functionality of any designed system can be appropriately partitioned between hardware and software.

The BEE represents the elaboration unit of the camera software and is the heart of the electronics, since it is in charge of the complete data and command management of the instrument, interfacing the detectors to the external world. It lies between the PDM front-end electronics and the Camera Server and Camera Control Client.

It is the primary component of the real-time scientific data processing capability (the processing pipeline) of the ASTRI SST-2M Telescope.

The major functions the BEE must perform are:
• Receive commands from the Camera Control Client and perform the related procedures.
• Receive data from the front-end in real-time.
• Deliver suitably formatted results to the Camera Server System.
• Perform control and monitoring operations of the ancillary devices.
• Perform a limited number of additional processes upon user request.

The back-end will also sit alongside the Camera Control System that will provide all the external commands and controls to the BEE and will receive all errors, warning, performance and other reports from the back-end.

2.4 Ancillary Devices

In order to provide the full functionalities, the camera is equipped with a set of additional devices which are described below.

A compact and lightweight GPS\(^8\) receive is used for time synchronization and provides time-tagging for triggered events. Standard features include precise one-pulse-per-second (1pps) outputs. The BEE provides the required 10 ns precision processing, with a proper circuit embedded in the FPGA part.

The camera is thermally controlled through a thermoelectric system based on a Peltier cell controlled by 4 thermal control\(^9\) connected through RS485 port to the BEE. The controllers can operate in both heating and cooling modes to maintain the detected temperature near to the desired temperature and provide temperature monitoring and control system functions.

Opening and closing operations of the telescope lids are performed by means of two motor controllers\(^10\) connected through RS485 port to the BEE.

The relative gain calibration of the camera is performed by means of a fiber optic calibration system which includes an I2C 4 channel led driver\(^11\) to activate the led of the desired color, an RS232 led pulser\(^12\) to perform full control of pulse width, pulse current and repetition rate, and an USB power and energy meter\(^13\) to control the stability of the led.

![Figure 4. Ancillary devices. From the left GPS, Led Pulser, Led Driver, Energy Meter, Motor Lid Controller, Thermal Controller](image)

2.5 Camera Control Client

The Control Client is represented by a personal computer where the high-level slow-control software is executed. This client represents the entry point for the final user (engineer or operator) who interacts with the camera using Graphical User Interfaces (GUI) in order to access monitoring and control functionality.

2.6 Camera DAQ Server

The Camera DAQ Server represents the Data Acquisition (DAQ) Workstation responsible for receiving and storing the different data packets (Housekeeping, Calibration and Scientific) produced by the camera.

3. CAMERA SOFTWARE DESCRIPTION

3.1 Software layers

The software realized to perform the control and monitor operations of the entire ASTRI SST-2M telescope is the ASTRI Mini-Array Software System (MASS)\(^14\).

The MASS is basically composed of the open-source ALMA Common Software (ACS)\(^15\) for the high-level interface and the industrial-standard Process Control Unified Architecture (OPC-UA)\(^16\) for interaction with the hardware.
To maintain a high grade of decoupling with the specific hardware adopted, the MASS defines the interaction between user and subsystem in terms of high level commands which are described in a specific requirement document, the Interface Control Document (ICD).

In few words, this means that MASS is an high level framework that defines the interfaces starting from requirements and specify what the system must do without saying how. Consider as an example that MASS defines that the telescope is equipped with a “lid” and user can perform “opening” and “closing” operations as defined in the ICD, as well as that there are several temperature sensors that must be read to monitoring temperature. It did not know how to perform this operations interacting directly with the hardware.

For this reason an additional software layer of lower level between MASS and hardware devices is necessary. This software, which is represented by the “Camera Application Software” in Figure 5, is responsible of the implementation of the interfaces defined at higher level. This is done translating incoming commands in terms of management of physical communication ports and external ancillary devices provided by several vendors, data exchange between hardware subsystems and so on, in a way compliant with the hardware and software platform adopted for the camera.

In the following the Camera Application Software will be described in terms of software architecture design and subsystem interactions.

![Figure 5. Software layers of the ASTRI SST-2M Camera.]

### 3.2 Software architecture

The first step of any design project is to define the desired behaviors of the system, i.e. to create an appropriate specification from a set of requirements. As mentioned in the previous chapter, the Zynq architecture combines an ARM processor for software elements of the designed system with FPGA for hardware elements of the system.

Thus, a key element of the system design stage, is to identify and partition the requested functionalities of the system between hardware and software, and to define the interfaces between the two sections.

In terms of hardware development, the task is to identify the necessary functional blocks to achieve the design, and to thereafter assemble them through some combination of design reuse and new Intellectual Property (IP) Core development, and make appropriate connections between the blocks. Similarly, the software aspect of the project can be realized through developing custom code or by reusing pre-existing software.

In the next we will use generically the term software referring also to hardware blocks deployed in FPGA, intending the development of the hardware description language which realizes the desired hardware blocks.

Starting from these assumptions, we identify two main classes of software components: Slow and Fast. Slow software components are implemented in the Processing System (PS) of the BEE and run over ARM processors under Linux and Java Runtime environment installed on it. Fast software components do not implement particularly complex business logic but they are responsible for simple tasks that require high speed in their execution and for this reason they are realized in the Programmable Logic (PL) side of the BEE.
Figure 6 shows the software architecture in terms of logical functional blocks implementing the functional requirements of the camera and where they are deployed in the hardware subsystems.

In the following a detailed description of these blocks will be provided.

The “Serialport Handler” module is responsible for the management of the serial communication ports of the BEE, like TTL, RS232, RS485, SPI and I2C. Its main basic functionalities are:

- port reservation and initialization specifying the right parameters for communication like baud rate, databit, stopbit, parity bit and flow control.
- transmission over the port sending strings or byte array of data.
- receiving strings or byte array of data using a port event listener which notify upcoming port activities

In this way it is able to generically send and receive data, but also manage communication protocol of request-response type implementing, on received data, exit conditions like prefixed size or token identification and timeout in order to provide replies from interconnected devices as soon as possible.

Since the interactions with every external device equipped with serial interface pass through this module, we can say that it represents the most used external interface and its implementation is the most reused code of the camera application software.

In a similar way, the “USBTMC Handler” performs same functionality of the Serialport Handler but over the USB port for communication with device compliant to the USBTMC standard, like the adopted Power and Energy Meter.

“Ancillary Managers” are a set of components for each ancillary device which export to the high levels software the desired functionalities. They basically represent a wrapper between the desired high level commands and proper data.
(strings or byte array) to be sent to the devices managing the specific communication protocol, in order to perform configuration of the device, monitoring of set of attributes, and actions.

Many, but not all, vendors provide their device with a proper software to manage it. However we have the needed of rewrite a custom built software for each of them for several reasons. The first is due to our particular hardware architecture with ARM processor and Linux environment which is never supported by the software provided from vendors. And then, from a point of view of user requirements, we need the devices management to be uniform in order to be integrated in a unique software which communicate and exchange data with every subsystem. Furthermore, we are not interested to all functionalities provided by vendors for their devices, but only that ones useful for the users, in order to obtain a more simple software to be managed by the elaboration unit of the BEE and that is simple to be used by the users.

In this way, integrate a device inside the camera application software implies the phases:

- Management of the physical interconnection port
- Identification of the subset of commands of our interest to be compliant to the ICD.
- Implementation of the communication protocol

Note that the first phase is often the same because is valid for each device with the same interconnection and the port handler can be reused.

“VDB Manager” is very similar as concept and internal architecture to the ancillary managers, but it is responsible of the monitoring and control of the power supply management of the PDM. It implements our custom build communication protocol of the VDB in order to switch on and off low voltages and high voltage of the PDMs, and keep track of some parameters to ensure that the PDMs work always in the proper range of levels of voltages.

It also provides functionalities to allow to turn on and off some devices connected to the VDB for their long lifetime management. For example consider the case of motor lids controllers that must work for a very limited time just to open and close the lids. Using the VDB and its manager, we are able to automatically keep on the device only when its needed.

The “PDM Manager” is responsible of the control of the PDMs. It implements our custom build communication protocol of the PDM in order to initialize the PDM, send, write and execute the configuration tables for the ASICs and the FPGA, reset the FPGA modules and request data relative to calibration, housekeeping and variance.

Commands and data sent through the slow serial interfaces are received by the FPGA of the PDM which implements, in a firmware deployed in a soft processor, the communication protocol manager and the command parser. Once a command is correctly received and recognized, the firmware sends data or activate the proper lines of the hardware modules realized in VHDL to perform the respectively functionalities of housekeeping, variance, calibration and scientific acquisition.

“Operating Mode Manager” manages all the operations needed for the specific operational mode (Idle, Scientific, Calibration) of the camera. It receives the desired operation requested by the user and the related parameters and prepare the proper CITIROC and FPGA configurations for the FEE to be dispatched by the PDM Manager. Simultaneously, it schedule all the others needed operations requested for that particular mode using functions provided by the other modules with which it is interconnected. As an example, in relative calibration mode provides the high voltage to the PDM through the VDB Manager, closes the lids through the motor lid manager, starts the pulsing of the fiber optic and measure the emitted light through the ancillary managers of the fiber optic calibration system, and so on.

Once all the requested procedures are accomplished, it applies the configurations to all the PDMs and the operating mode starts.

During scientific operation mode, it also performs continuous monitoring of temperature and rate meter of the SiPMs and passes this data to the “Auto DAC Gain Adjustment” and “Auto Threshold Adjustment” modules. These two modules make the camera a dynamic control system able, through specific algorithms, to dynamically evaluate the ideal PDM configurations for the runtime context.

In the PL side of the BEE we have that modules that requires major priorities and not so suitable for an operating system to manage.
“Sensor Reader” is used for continuous monitoring of temperature and humidity sensors of the BEE.

“Gps 10ns Counter” provides high precision time information. This is done using the Pulse Per Second line of the GPS device to triggers a counter clocked at 100 Mhz. Every second this line resets the counter and in the meanwhile the operating system read the time of the GPS through the gps ancillary manager with a precision of 1 second. When a scientific events occurs, the information of gps and the value of the counter are combined together and the event can be tagged with the time information of 10 nanoseconds of precision.

During scientific mode the PDM work as master device and data related to events are automatically sent to the BEE. These data are collected from all the PDMs by the “Data Reader” module which passes them to the “Packet Formatter” module. It is in charge to organize these data, plus additional information, according to the current operating mode in a packet compliant with our telemetry specification.

Once the packet is correctly formatted, it is sent to the DAQ Camera Server through the Fast Ethernet Channel by the “Packet Sender” modules which implements an UDP transmission.

This implies that the entire process of scientific data acquisition and sending, which is the crucial activity for the camera, is totally managed in parallel with the operating system. In this way it is managed with higher priority and without affect or being affected by computational complexity.

Since the PL and PS are two independent subsystems of the BEE, we use IP core implementations of the AXI bus, a shared memory accessible from the user space and the Shared Data Manager in order to read and write data that the systems must exchange. As an example, PL can provide to the PS information about the status of the sending process of scientific data. As well as, PS can provide to the PL all that information not coming from the PDMs needed to format the telemetry packets.

All described modules implement the functionalities requested for the camera. But since the BEE is installed in the camera itself on board the telescope, we use an “OPC-UA Server” and the other software layers of the MASS in order to provides this functionalities to the users through graphical user interface.
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