Genetic algorithm inversion of the average 1D crustal structure using local and regional earthquakes
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1. Introduction

Most problems in geophysics have a non-linear component. Hypocenter determination is a typically non-linear problem and can be resolved locally, with linearized techniques, or with grid search and artificial intelligence methods. Lee and Lahr (1975) used a preliminary hypocenter and local iterative analyses to find a solution that minimizes differences between observed and calculated P and S travel times in a group of regional seismographic stations. In another approach, Billings et al. (1994a, b) chose to explore the parameter/solution space with a genetic algorithm, which does not require an initial hypocenter and also allows the use of robust misfit functions such as the Least Power norm. Both approaches are important, but both possess advantages and disadvantages. The linear method employed by Lee and Lahr is very fast and efficient for local and regional hypocenter determinations, but the local linearized technique is not appropriate for working with a large number of seismic phases and/or 3D velocity models. On the other hand, the method employed by Billings et al. is more useful for the teleseismic hypocenter determination.

Kissling et al. (1984) showed that the use of the linearized approach on a non-linear problem in 3D seismic tomography with local earthquakes makes the solution dependent on the initial reference model. Also, Kissling et al. (1994) used synthetic data to reinforce the importance of the reference model in the seismic tomography. In this way, although a 1D velocity model provides little information for tectonic studies, it is important for the first approximation in studies of local and regional seismic activities (Reasenberg and Ellsworth, 1982; Groot-Hedlin and Vernon, 1998).

One of the most employed programs in 1D crustal model estimation (jointly with hypocenters) is VELEST (Kissling et al., 1994), which uses a ray tracing in a layered structure (Thurber, 1981). VELEST uses an iterative linearization of the problem, similar to that adopted by Lee and Lahr in the hypocenter determination. Generally, this is less stable for 1D model determination than for the hypocenter determination only, mainly because of the increase in the size of the search space and the number of local minima. Thus, VELEST demands a large number of P and S readings as well as information about an initial mean crustal structure determined with an independent method (e.g., seismic refraction).

On the other hand, Groot-Hedlin and Vernon (1998) introduced an efficient method using evolutionary strategies to estimate a 1D model,
with lower risk of falling into a local minimum, because this method works with a stochastic process of evolutionary strategies observed in nature. This method is efficient for determining low-velocity zones, but it also needs a 1D reference model to compute projection operators. Only P-wave data is used.

Here, we propose a 1D crustal model determination with a genetic algorithm (GA) by searching for the best solution for a simple model composed of two layers and a half-space, representing the upper and lower crusts and the upper mantle, respectively (Fig. 1). Our 1D model is simpler than that proposed by Groot-Hedlin and Vernon (1998), but does not require any information about the crustal structure. Furthermore, our algorithm is useful for the characterization of a 1D reference model for use by Groot-Hedlin and Vernon’s methodology, or as an initial model for VELEST, as it does not use any a-priori information.

The misfit function used in our algorithm is the root mean square ($\text{rms}$) of the P and S readings used in the hypocenter determination of regional earthquakes by HYPO71 (Lee and Lahr, 1975). The GA was used for determination of a 1D model in two tectonic regions of Brazil (southern region of the São Francisco craton and Tocantins Province). Tests with synthetic data showed good performance for crustal structure studies.

2. Genetic algorithm

Genetic algorithms (GA) are stochastic methods to search for near-optimum solutions, based on Darwin’s natural evolution laws, and have been extensively used in geophysics for non-linear problems (e.g., Gallagher et al., 1991), including an inversion of surface wave dispersion curves (Yamanaka and Ishida, 1996), hypocenter location (Sambridge and Gallagher, 1993), focal mechanism determination (Kobayashi and Nakanishi, 1994), and stress tensor inversion with focal mechanism data (Loohuis and Eck, 1996).

A GA consists of a population of possible models and a set of operators inspired by biology (reproduction, selection, and mutation) to produce a new generation of better fitting models (i.e., a better “adapted” population) defining the values of all parameters. The initial population is chosen randomly, uniformly sampling the entire search space (large biodiversity), so that the evolution is likely to converge to all best models. Each individual in the population (each model) is evaluated with an objective function, or misfit criteria. In this work, each model is first used to determine all hypocenters, and the objective function is defined as the root mean square ($\text{rms}$) travel times residual from all hypocentral determinations. This means that better fitting models have lower values of the objective function.

Models are then chosen for the crossover (mating) operation, where the best-fitting models have higher probabilities of being selected as mates. The model with the best fit (lowest value of the objective function) is represented by the maximum pre-defined number of copies (in our algorithm, 100 copies) and the worst model by only one copy, with the number of copies of the other models being linearly dependent on their fitness. This is called linear scaling (Goldberg, 1989). Once the individuals are selected, they go to the mating operation with a certain probability (for instance, 90%), where parts of the parent’s genes are combined to produce an offspring. Besides mating, individuals can also suffer mutation with a small probability (say, 10%); this ensures that the model space is covered more uniformly, preventing the population evolution from converging to a local minimum.

The models resulting from the mating and mutation operations receive selection indexes according to the $\text{rms}$. The best model receives 100 selection indexes, the poorest model receives only 1 selection index, and other models receive an intermediate number of selection indexes determined by a linear relationship between $\text{rms}$ and index number. The indexes are ordered and randomly chosen to pass to the next generation (this process is called “rank selection”, Fig. 2), keeping the population number fixed (such as 100 individuals). Thus, the probability of a model being selected for the next generation also depends on its fitness.

Fig. 1. Crustal structure model used in the hypocenter determination of regional earthquakes. This structure is represented by the vector $m_n = (V_1, V_2, V_3, Z_1, Z_C, Vp/Vs)_n$.

Fig. 2. Simplified flowchart of the genetic algorithm developed in this work.
The process is terminated after a certain number of generations. Fig. 2 summarizes the GA stages described above.

3. Genetic algorithm with HYPO71

We used GA to find the 1D model that best located the hypocenters with the program HYPO71 (Lee and Lahr, 1975). We searched for the model with the least rms travel time residual of all P and S readings. The objective function \( F_o \) to be minimized was

\[ F_o(m_n) = \left[ \frac{\sum_{i=1}^{\text{max}} \text{rms}^2 N_i}{\sum_{i=1}^{\text{max}} N_i} \right]^{-1} \]  

where \( N_i \) is the total number of events; \( N_i \) is the number of P- and S-waves arrival times of the \( i \)-th event; and \( \text{rms} \) is the rms travel time residual of the \( i \)-th event. The parameters of the \( n \)-th crustal model, indicated by the vector \( m_n \), are the P-wave velocities of the upper crust \( (V_1) \), lower crust \( (V_2) \), and upper mantle \( (V_3) \), upper crust and total crustal thickness \( (Z_1 \) and \( Z_2 \) respectively), and the Vp/Vs ratio (Table 1 and Fig. 1). The HYPO71 code itself was not modified and was called by the GA code with a C-system function for each test model. To speed up convergence and reduce the computational cost, we used search ranges for the model parameters, shown in Table 1, that included most of the variation expected in the stable continental crust (Christensen and Mooney, 1995; Zandt and Mooney, 1999) and the previous knowledge of the regional crustal structure (Assumpção et al., 2004). Parameters \( V_2 \) (Vp in the lower crust) and \( Z_1 \) (thickness of the upper crust) are strongly dependent on \( P^0 \) rays (P-wave refracted in the lower crust). Because of the small number of \( P^0 \) first arrivals, the parameters \( V_2 \) and \( Z_1 \) are strongly correlated. To avoid unrealistic models, the search space was limited to a range determined with data from the literature. In fact, one of the advantages of GA algorithms is the use of independent, a-priori information to define the search space.

The GA search was carried out with a population of 100 models for 75 generations (generation count = 75, Fig. 2). To ensure that the global minimum would be found, the GA process was run 20 times with different initial populations, testing a total of 1,500,000 models (0.06% of the total number of possible models from Table 1). This setting of GA parameters is a compromise among good coverage of the model space, speed of convergence, and an avoidance of local minima traps. For example, a small population makes convergence difficult, whereas a large population may require a large number of generations, which increases computational costs. Tests with synthetic data were carried out to help choose the appropriate settings. We used a crossover rate of 90% and a mutation rate of 10%.

In principle, the best crustal model (“optimum model”) should be the one with the minimum value of the objective function \( \text{rms}_{\text{min}} \). However, because of the non-linear nature of the hypocenter determination, the HYPO71 program (like many others) uses linearization approximations, as well as thresholds and convergence criteria that cause the rms residual to depend on the crustal parameters in a function that is not perfectly smooth. For instance, a small change in one model parameter may cause the first arrival at one station to change from a direct wave to a refracted wave, causing an abrupt change in the event rms residual. More important than finding the best-fitting model, the range of all acceptable models can be used to assess the uncertainties of the crustal structure. For this reason, we used the \( \chi^2 \) (quasi-square) criteria, as suggested by Shearer (1999), to select all acceptable models within a 90% confidence interval in relation to the optimum (best-fitting) model. The acceptable models are all those tested during the GA evolution with rms errors less than \( \text{rms}_{\text{max}} \) defined as

\[ \text{rms}_{\text{max}} = \text{rms}_{\text{min}} \times \sqrt{\chi^2/\text{ndf}} \]  

with the number of degrees of freedom (\( \text{ndf} \)) given by

\[ \text{ndf} = N_e - 4N_{\text{ntl}} - 6 \]  

where \( N_e \) is the total number of P- and S-arrival readings of all \( N_{\text{ntl}} \) events. Each event is solved for four hypocentral parameters, and the number of parameters of the average 1D model is six (Table 1). The \( \chi^2 \) values for 90% confidence were taken from the statistical tables of Bevington (1969).

The Vp/Vs ratio can also be obtained by a Wadati diagram, independently of the GA process. This can be used as a test to evaluate the quality of the GA inversion results, as seen below.

4. Inversion results

The GA inversion was applied to two regions of the Brazilian shield, as shown in Fig. 3a. The crustal thickness in the “Minas” area varies from 38 to 43 km and is relatively more uniform than the “Goiás” area, which is characterized by two separate blocks, one with a thinner (~33 km) and another with a thicker (~43 km) crust. The Wadati diagram for the events in each of the study areas indicated average values of Vp/Vs of 1.71 for the Minas area and 1.74 for the Goiás area (Fig. 3b). For each area, we also carried out inversion tests with synthetic data with the same event/station configuration.

4.1. “Minas” crustal structure: southern São Francisco craton and surrounding foldbelts

In SE Brazil, our “Minas” area (Fig. 4), mostly within the Minas Gerais state, includes the Archean block of the São Francisco craton (~3.0 Ga) and surrounding Neoproterozoic fold belts, such as the Brasilia belt along the SW border of the craton (Almeida et al., 1981). In the western border of this study area, a thin layer of sediments and basalts (<1 km thick) covers the Brasilia belt crust. Small earthquakes, with magnitudes mostly in the range 2.7–3.5 \( m_a \), are relatively common in the southern part of the craton and the Brasilia belt (Table 2) and have been well recorded by several temporary stations deployed during the BLS92 (Assumpção et al., 2002) and BLS95 (Assumpção et al., 2006) experiments.

Receiver function studies in an SE Brazil (Assumpção et al., 2002; França and Assumpção, 2004) indicate crustal thickness mostly in the range 39–43 km. Assumpção et al. (2002) used first and second (wide-angle reflections) P-wave arrivals from 13 well recorded events in the São Francisco craton and the Brasilia belt to estimate a 1D model. The results were a 43-km crustal thickness, upper and lower crust P-wave velocities of 6.2 and 6.85 km/s, respectively, and Pn velocity of 8.3 km/s. Their Vp/Vs ratio was 1.704 ± 0.003, obtained from a Wadati diagram. No other uncertainties in the model of Assumpção et al. (2002) were provided.

Bouger anomalies in the study area (Saé et al., 1993) are mainly in the range ~140 to ~80 mGal and are relatively smooth in our
study area (Fig. 4), except for a small gradient towards the coast in the SE corner (beginning of the crustal thinning) and a gradient in the SW corner that is interpreted as a suture zone. However, average crustal thicknesses on the two sides of this suture are not very different: 42 km to the SW and 40 km to the NE. Thus, the crustal structure in the central part of our study area is expected to be relatively uniform, with no major crustal variations.

The GA inversion was carried out with 22 earthquakes (66 P and 55 S readings and 27 S–P time differences), and 1536 acceptable models were selected, giving \( \text{rms} \) residuals within a 90% confidence interval (\( \text{rms}_{\text{min}} = 0.123 \text{ s}, \ \text{ndf} = 54, \ \chi^2 = 67.67, \ \text{rms}_{\text{max}} = 0.138 \)). Fig. 5a presents all acceptable models with a grayscale based on the misfit. The representative (average) model for the Minas area was taken as the misfit-weighted average of all acceptable models (\( i = 1 \) to \( \text{mod} \)), with each parameter \( p \) calculated as

\[
p = \left[ \sum_{i=1}^{\text{mod}} p_i \right]^{-1} \left[ \sum_{i=1}^{\text{mod}} \frac{1}{\text{rms}_i} \right]^{-1}
\]

(4)

Table 4 shows the representative model for the Minas area (average and standard deviation of each parameter), compared with the model of Assumpção et al. (2002). This average model is shown as the dashed line in Fig. 5a. Although our results represent the best 1D average model for an area somewhat larger than the one used by Assumpção et al. (2002), excellent agreement is found between the two models. In addition, by using the weighted average of all acceptable models, an estimate of model uncertainty can be obtained for our GA inversion.

Fig. 5b and c presents the misfit distributions for the crustal thickness (\( Z_C \)) and Vp/Vs ratio. The Vp/Vs ratio is well defined at 1.71, in agreement with the value obtained by the Wadati diagram, 1.706 ± 0.003 (Fig. 3b). Vp/Vs is well defined because it depends only on the P and S arrival times and does not depend on the other model parameters. The average crustal thickness is also reasonably well constrained at 42.5 ± 1.0 km, although values in the range 40–45 are possible.

To evaluate the performance of the GA inversion, we generated synthetic travel-time data with the same station/event configuration
and using the representative model obtained from the observed data (dashed line in Fig. 5a and Table 4). We added random Gaussian noise to the synthetic travel-time data with a standard deviation of 0.14 s. Fig. 6 and Table 4 show the results of the synthetic test. Note that the theoretical model is retrieved reasonably well, indicating that the parameters of our GA search are well tuned and that the method is robust. The only parameter that is not exactly recovered is the velocity of the lower crust ($V_2$). This is because very few refracted waves from the top of the lower crust are first arrivals in our data set, making the estimation of $V_2$ strongly dependent on the other crustal parameters. This can be seen in Fig. 7, where good coverage of the Pg and Pn phases constrains the $V_1$ and $V_3$ velocities. No $Pn$ is observed as the first arrival.

### Table 3
Seismic data used to estimate mean crustal structure in the Southern São Francisco craton (Minas area). Jday is Julian Day, and $m_R$ is the Brazilian Regional magnitude (Assumpção, 1983).
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**Fig. 5.** GA inversion results for earthquakes and stations in the Minas area. (a) All models with rms inside a 90% confidence interval, with grayscale representing their rms. The dashed line represents the weight-average model. (b) and (c) The rms distributions based on the crustal thickness and $V_p/V_s$ ratio, respectively.

### Table 4
Results obtained with GA inversion using real data (Minas-Real), and synthetic data (Minas-Synthetic). Parameter uncertainties are also presented, as well as results obtained by Assumpção et al. (2002) for the region. Uncertainties were estimated using a model distribution within a 90% confidence interval.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minas-real</th>
<th>Minas-synthetic</th>
<th>Uncertainty Assumpção et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>6.24</td>
<td>6.75</td>
<td>0.05</td>
</tr>
<tr>
<td>$V_2$</td>
<td>6.82</td>
<td>6.69</td>
<td>0.20</td>
</tr>
<tr>
<td>$V_3$</td>
<td>8.22</td>
<td>8.19</td>
<td>0.05</td>
</tr>
<tr>
<td>$V_{average}$</td>
<td>6.52</td>
<td>6.46</td>
<td>0.06</td>
</tr>
<tr>
<td>$Z_1$</td>
<td>21.9</td>
<td>22.5</td>
<td>1.0</td>
</tr>
<tr>
<td>$Z_2$</td>
<td>42.5</td>
<td>43.3</td>
<td>1.0</td>
</tr>
<tr>
<td>$V_p/V_s$</td>
<td>1.71</td>
<td>1.71</td>
<td>0.01</td>
</tr>
</tbody>
</table>
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4.2. "Goiás" crustal structure: Tocantins Province

The "Goiás" study area, mainly within the Goiás state (Figs. 3a and 8), is in the Tocantins geological province (Figs. 8, Brito Neves et al., 1999; Pimentel et al., 1997, 1999), which comprises two Neoproterozoic mobile belts (the Araguaia fold belt bordering the Amazon craton and the Brasília fold belt bordering the São Francisco craton), a SW–NE trending magmatic arc roughly coincident with the high Bouguer anomalies, and a smaller Archean massif between the magmatic arc and the Brasília belt. A clear SW–NE trending seismic belt is observed in the Tocantins Province (Fig. 3a) and is known as the Goiás-Tocantins seismic zone (Berrocal et al., 1984). A strong gradient in the Bouguer anomaly

Fig. 6. GA inversion results for the synthetic data of the Minas model with Gaussian noise. (a) All models with rms inside a 90% confidence interval, with grayscale representing their rms. The weight-averaged model is shown by the dashed line, and synthetic model by a solid thick line. (b) and (c) The rms distributions based on the crustal thickness and Vp/Vs ratio, respectively. The absence of P* arrivals prevents a good determination of the lower crust defined by Pn waves.

Fig. 7. Seismic rays (black lines) used in the GA inversion for the Minas area. Triangles are stations, and circles are epicenters. The gray lines delimit the main geological provinces (see Fig. 4). Maps show (a) P-wave refracted in the mantle, and (b) direct P-wave. There are no P* first arrivals.

Fig. 8. Bouguer anomaly map of the Goiás area with epicenters (stars) and stations (triangles) used in the crustal model. Numbers close to stations are crustal thickness calculated using receiver functions (Assumpção et al., 2004; Juliá et al., 2008). The solid black line represents a simplified limit of a crustal discontinuity, used in the synthetic data, and gray lines delimit the main geological provinces (see Fig. 3). The dashed lines are two Deep Seismic Sounding (DSS) profiles studied by Soares et al. (2006). A summary of the earthquakes used in the GA inversion is given in Table 3.

Neoproterozoic mobile belts (the Araguaia fold belt bordering the Amazon craton and the Brasília fold belt bordering the São Francisco craton), a SW–NE trending magmatic arc roughly coincident with the high Bouguer anomalies, and a smaller Archean massif between the magmatic arc and the Brasília belt. A clear SW–NE trending seismic belt is observed in the Tocantins Province (Fig. 3a) and is known as the Goiás–Tocantins seismic zone (Berrocal et al., 1984). A strong gradient in the Bouguer anomaly
Table 5
Seismic data used to estimate mean crustal structure in Goiás area. Jday is Julian Day, and $m_R$ is the Brazilian Regional magnitude (Assumpção, 1983).

<table>
<thead>
<tr>
<th>JDay/year</th>
<th>Origin Time, UTC</th>
<th>Latitude, °S</th>
<th>Longitude, °W</th>
<th>Depth, km</th>
<th>$m_R$</th>
<th>Range, km</th>
<th>Locality</th>
</tr>
</thead>
<tbody>
<tr>
<td>257/2000</td>
<td>07:39:48</td>
<td>11.727</td>
<td>49.788</td>
<td>1</td>
<td>3.7</td>
<td>189–670</td>
<td>Gurupi, TO</td>
</tr>
<tr>
<td>300/2001</td>
<td>18:42:08</td>
<td>15.147</td>
<td>51.345</td>
<td>4</td>
<td>2.8</td>
<td>047–402</td>
<td>Arauã, GO</td>
</tr>
<tr>
<td>238/2002</td>
<td>02:29:21</td>
<td>15.174</td>
<td>46.782</td>
<td>9</td>
<td>3.3</td>
<td>138–446</td>
<td>Buritis, MG</td>
</tr>
</tbody>
</table>

Fig. 9. GA inversion for epicenters of the Goiás area. (a) All models with rms inside a 90% confidence interval, with grayscale representing their rms. Note well-determined $V_p$ (many Pn paths) despite a poor Zc characterization. (b) and (c) The rms distributions based on the crustal thickness and $V_p/V_s$ ratio, respectively. The large scatter shown in (b) is interpreted as indicating a large lateral variation of the crustal thickness in the region (Assumpção et al., 2004). Note that there are two separate minima in the rms distribution.

Fig. 10. GA inversion results using synthetic data with the same Goiás configuration. (a) All models with rms inside a 90% confidence interval, with grayscale representing their rms. The weight-averaged model is shown by the dashed line, and synthetic model by a solid thick gray line. The synthetic model is composed by two crustal blocks with a difference of 10 km in their thicknesses. The division between the two crustal blocks (black line in Fig. 8) was estimated using receiver functions (Assumpção et al., 2004), Deep Seismic Sounding (Soares et al., 2006) and gravimetric data (Marangoni, 1994). (b) and (c) The rms distributions based on the crustal thickness and $V_p/V_s$ ratio, respectively. We did not add noise to the synthetic travel-time data, implying that the minimum rms residual of 0.22 sec observed in (b) and (c) is due to fitting a 1D model to data generated with a 2D model. Note in (b) that the resulting models show two minima near the thicknesses of the two crustal blocks.
Studies of crustal structure both with receiver functions and surface wave dispersion (Assumpção et al., 2004; França and Assumpção, 2004) and with a deep seismic refraction survey (Berrocal et al., 2004; Soares et al., 2006) indicate that the crustal thickness varies from as little as 33 km in the Goiás Magmatic Arc to as much as 43 km in the Brasília belt. Also, Bouguer anomalies in Goiás span a much wider range (from about −140 to +20 mGal) than in the Minas area (only −120 to −60 mGal). These previous results on crustal thickness, together with the contrasting Bouguer anomalies, indicate that the Goiás area is characterized by two domains of crustal thicknesses roughly separated by the thick solid line in Fig. 8: a thinner crust to the NW (average of ~35 km) along the magmatic arc, and a thicker crust (~43 km) to the SE beneath the Brasilia belt. The deep seismic refraction line shot in the northern part of the study area measured Pn velocities in the range 8.0–8.3 km/s (Berrocal et al., 2004).

The GA inversion for the Goiás area was carried out with seven earthquakes (Table 5) recorded by up to eight stations (69 P and S readings). Most of the stations were temporary broadband deployments from the BLSF95 project. We used the same search parameters as for the Minas area. Fig. 9 shows the inversion results with all acceptable models defined by the 90% confidence misfit limit ($\text{rms}_{\text{min}} = 0.180$, $\text{ndf} = 35$, $\chi^2 = 46.06$; $\text{rms}_{\text{max}} = 0.208$). Clearly, the small number of events and stations do not allow the crustal structure to be defined as well as in the Minas area.

Despite the large variability (Fig. 9c), the Vp/Vs ratio has a misfit-weighted average ($1.734 \pm 0.010$) in agreement with the Wadati diagram ($1.737 \pm 0.006$, Fig. 3b), as well as with the Vp/Vs ratios calculated using the receiver function stacking (Assumpção et al., 2004), which gave values in the range 1.70–1.76.

Although the results for the crustal thickness have a large scatter (Fig. 9b), they show an interesting bi-modal distribution with two apparent peaks, one near 42 km and another near 36 km. This might reflect two misfit minima in the model space corresponding to the two crustal domains described above. To test this hypothesis, we carried out a synthetic test with the same station/event configuration. In the synthetic model, we assumed the area to be characterized by two domains of crustal thickness, separated by the thick solid line in Fig. 8, one with a thickness of 33 km to the NW and another with a thickness of 43 km to the SE. Synthetic travel times were calculated, taking into account the location of the station and the epicenter in relation to this dividing line. The P-wave velocities for the lower crust and upper mantle were taken as the misfit-weighted average result from the real data. The observed velocity of the upper crust (6.3 km/s), however, was thought to be larger than expected for this area, and we used 6.2 km/s in the synthetic test study.

The GA inversion for the 1D model using the synthetic data (Fig. 10) also shows a bi-modal distribution in the average crustal thickness, similar to that observed with the real data. This result confirms that the cause of the bi-modal distribution in the inversion of the Goiás data is the existence of two distinct crustal domains, and using a single average model for the whole area causes two minima in the model space, each minimum being more influenced by the paths contained in one of the crustal domains. This finding shows that it is important to analyze the distribution of all acceptable models to better assess the significance of the model parameterization. The synthetic test also shows that our inversion overestimates the upper crustal P Dave velocity, which is probably an artifact caused by the variable crustal thickness and the few available P Dave paths in our data (Fig. 11b). On the other hand, the Pn velocity, better controlled by a large number of Pn paths, is observed (Fig. 8) and has been interpreted as a suture zone (e.g., Marangoni, 1994; Ussami and Molina, 1999) with thicker crust to the SE and thinner crust to the NW (Assumpção et al., 2004).

This finding shows that it is important to analyze the distribution of all acceptable models to better assess the significance of the model parameterization. The synthetic test also shows that our inversion overestimates the upper crustal P Dave velocity, which is probably an artifact caused by the variable crustal thickness and the few available P Dave paths in our data (Fig. 11b). On the other hand, the Pn velocity, better controlled by a large number of Pn paths, is observed (Fig. 8) and has been interpreted as a suture zone (e.g., Marangoni, 1994; Ussami and Molina, 1999) with thicker crust to the SE and thinner crust to the NW (Assumpção et al., 2004).

Obtaining the average crustal model using the genetic algorithm method proved to be very useful. The GA inversion is not straightforward to use, compared with the linearized methods, because several search parameters (such as population size, number of generations, cross-over, and mutation rates, etc.) need to be tuned for an efficient inversion. However, the advantages of the GA method are evident: (a) it is possible to use a-priori information from other geophysical methods to constrain the search of the model parameters and (b) an analysis of the range of acceptable models and the distribution of the model parameters provides an estimate of model uncertainties and reveals complexities in the actual crustal structure. Analysis of the distribution of the GA solutions can potentially reveal different local minima that may relate to important structural features.

In the Minas area of an SE Brazil (São Francisco craton and surrounding Brasilia fold belt), the average crustal thickness is $42 \pm 1$ km, and the upper mantle Pn velocity is $8.2 \pm 0.1$ km/s.
While the average crustal thickness can be obtained from the receiver function studies, the upper mantle P-wave velocity is not so readily retrieved from the receiver function modeling. In the Tocantins Province (Goiás study area), the average crustal thickness is about 38 km. However, our GA inversion showed that this average thickness does not have much significance. The analysis of the distribution of the solutions confirmed the hypothesis that the Tocantins Province has two crustal thickness domains: a thinner crust in the magmatic arc and a thicker crust beneath the Brasília fold belt.

Source codes in C and FORTRAN format, the test data set and a short manual are available from the author’s homepage at www.afonsovasconcelos.com/codes/ga-hypo.tar.
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